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Abstract 

Purpose: The present study aims to identify and classify the ethical challenges 

arising from the application of artificial intelligence (AI) in human resource 

management (HRM). The focus of the research is on examining the relationship 

between AI-based technologies and the ethical dimensions of HRM. 

 

Methodology: This study adopted a qualitative approach using the method of 

"research synthesis." Data were collected through documentary analysis, covering 

domestic studies from 2020 to 2025 (1399–1404 in the Iranian calendar) and 

international studies from 2020 to 2025. Keywords such as "ethical challenges," 

"artificial intelligence," and "human resource management" were searched in 

national and international. After screening, 28 final sources were selected for 

analysis, and data were examined using thematic analysis. 

Findings: The results revealed four major ethical challenges, namely “bias and 

discrimination,” “privacy,” “transparency,” and “accountability.” The analysis 

indicates that successful and human-centered use of AI in HRM requires adherence 

to principles of justice, privacy protection, transparent decision-making, and 

organizational accountability. 
Originality/ value: This study contributes theoretically by systematically 

categorizing the ethical challenges of AI in HRM, thereby extending the discussion 

on AI ethics within the human resource domain. From a practical perspective, the 

findings provide guidance for managers and policymakers to align their AI-driven 

decisions with ethical considerations. 
Recommendations: Based on the findings, it is recommended that organizations 

develop clear and integrated ethical frameworks when applying AI in HRM. 
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Future research may explore practical strategies to reduce algorithmic bias and 

enhance transparency in various organizational contexts. 

Keywords: Artificial Intelligence, Human Resource Management, Ethical 

Challenges, Ethics in Technology, Privacy, Transparenc 

 کارگیری هوش مصنوعی در مدیریت منابع انسانی؛ های اخلاقی به چالش 

 یک مطالعه سنتزپژوهی 

 2، هادی پورشافعی1خسروی طناک محمد 

  چکیده

 ی مصنوع  هوش  یریکارگبه  از  یناش  یاخلاق  یهاچالش   یبندطبقه  و  ییشناسا  باهدف  حاضر  پژوهش  :هدف

 شد.  انجام یانسان منابع تیریمد در

  شد.   انجام  »سنتزپژوهی«  شیوه  به  و  کیفی   رویکرد  با  پژوهش  این  رد:رویک  شناسی/روش   پژوهش/  طرح

 ( 1۴۰۴  تا  1۳۹۹  )  داخلی  علمی  منابع  شامل  پژوهش  جامعه  و  گردید  گردآوری  اسنادی  بررسی  طریق  از  هاداده 

  و  مصنوعی«  »هوش  اخلاقی«،  های»چالش   با  مرتبط  هایکلیدواژه   بود.  (2۰2۵  تا  2۰2۰)  المللیبین   منابع  و

 2۸  منابع،  غربالگری  از  پس  شد.  وجوجست  المللیبین  و  داخلی  داده  هایپایگاه   در  انسانی«  منابع  »مدیریت

 .گرفت قرار موردبررسی مضمون تحلیل روش با هاداده  و گردید انتخاب تحلیل برای نهایی منبع

 خصوصی«،   »حریم  تبعیض«،  و  »سوگیری  شامل  اصلی  چالش  چهار  داد   نشان  پژوهش  تایجن  :هایافته 

  انسانی   منابع  مدیریت  در   مصنوعی  هوش  اخلاقی  هایچالش  ترین مهم  از  پذیری«»مسئولیت  و  »شفافیت«

 عدالت،   اصول  به  توجه  مستلزم  ،مصنوعی  هوش  انسانی  و  موفق  کارگیریبه  که  است  آن  بیانگر  هاتحلیل   هستند.

 .است سازمانی گوییپاسخ  و گیریتصمیم در شفافیت  خصوصی، حریم از حفاظت

  مباحث   بسط  در  نظری  سهمی  اخلاقی،  هایچالش   مندنظام   بندیدسته   با  پژوهش  این  هش:پژو   اصالت  ارزش/

 ها یافته  تجربی،  منظر  از  همچنین  کند.می  ایفا  انسانی  منابع  مدیریت  حوزه در  مصنوعی  هوش  اخلاق  به  مربوط

 با   را   خود  فناورانه  تصمیمات  تا  ؛باشد  انسانی   منابع  حوزه  در   گذارانسیاست   و   مدیران  برای  راهنمایی  تواندمی

 .سازند همسو اخلاقی ملاحظات

  از  گیری بهره   در  هاسازمان   شودمی   پیشنهاد  پژوهش،  نتایج  به  توجه  با  : پژوهشی  اجرایی/   پیشنهادهای 

 کنند.  تدوین ترکیبی و شفاف اخلاقی هایچارچوب  انسانی، منابع مدیریت در مصنوعی هوش هایفناوری 

 

های اخلاقی، اخلاق در فناوری، حریم خصوصی، هوش مصنوعی، مدیریت منابع انسانی، چالش  ها:کلیدواژه 

 . شفافیت
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 مقدمه
 متحول   را  مشتریان  و  کارمندان  با  هاشرکت  ارتباط  نحوه  و  افراد  شخصی  زندگی  مصنوعی،  هوش  سریع  توسعه     

 زمان،   بر  و  داده   رییتغ  را  یکار  یهاطی مح  تیماه   ،یمصنوع  هوش  بر  یمبتن  فناورانه  یهاینوآور  است.  کرده

  یک  درگیر   ،صنایع  از  سیاریب  (. ,2017Ravin)  است  گذاشته  تأثیر  کار  انجام  تیمسئول  یحت   و  مکان  ،شیوه

 ؛ گیری تصمیم  فرایندهای  در   مصنوعی  هوش  ادغام  سمت  به  چشمگیری  تغییر  و  هستند  گسترده  دیجیتال  تحول

 تضمین  و  عملکرد  ارتقای  برای  هاسازمان  (. ,2023Varsha)  دارد  وجود  هاشرکت   رشد  و  موفقیت  تضمین  برای

 ,Wiradendi Wolor)  هستند  انسانی  منابع  عملکرد  سازیبهینه   و  هامهارت  بازتعریف  از  ناگزیر  خود،  رشد

 پی   انسانی  منابع  مدیریت  در  مصنوعی  هوش  از  گیریبهره  ضرورتِبه   هاشرکت  شرایطی،  چنین  در  (.2020

Miao,  ,Waheed)  شوند  ظاهر  نیز  متمایز  بتوانند  ،بقا  حفظ  بر  علاوه  جهانی،   فشرده  رقابت  در  تا  اندبرده 

2019., Waheed, Ahmad & Majeed.)  داشته   نفوذ  هانهیزم  همه  در  باًیتقر   یمصنوع  هوش  کهیی ازآنجا  

  ی انسان   منابع  راهبردی  تیریمد  یهاوه یش   جادیا  بر  اکنون  پژوهشگران  است،  کرده  جلب  خود  به  را  یادیز  توجه  و

 جهان  سراسر  در  هاسازمان   (.,Lei & Hou Wang 2020)  کنندیم  تمرکز  یمصنوع  هوش  یفناور  یبانیپشت   با

  ب یترک  که  است  شدهمشخص  اکنون  و  هستند  مواجه  زمان  در  ییجوصرفه  و  هانه یهز  کاهش  یبرا  ییهاچالش   با

  عنصر   کی  عنوانبه   تیریمد  فرایند  در  ،ی مصنوع  هوش  و  نیماش  یریادگی  ا،یاش   نترنتیا  مانند  ییهای فناور

Kumari, Nawaz & Gajenderan ,Hemalatha ,)  کند  کمک  هاچالش  ن یا  با  مقابله  به  تواندی م  ،راهبردی

 های فناوری  از  گیریبهره  در  سازمان  موفقیت  در  مهمی  نقش  سازمان،  قلب  عنوانبه   نیز  انسانی  منابع  .(2021

 است   فناورانه  رویکردهای  بر  مبتنی  عمدتاً  نیز  انسانی  منابع  مدیریت  کنونی،  دیجیتال  عصر  در  دارد.  نوین

)2023 Tahmasebi, & Akbarim)   ی عملکردها   ،یاثربخش  و  ییکارا  شیافزا  با  یمصنوع  هوش  یهابرنامه  

 ها سازمان  در   عملکرد  بهتر  لیتسه  و  کارکنان  تجربه   بهبود  به  منجر   و  بخشدیم  بهبود  را  یانسان  منابع  تیریمد

 (. ,Sinha, Kar & Mani, Garg 2022) دشویم

  انسانی   سرمایه  مدیریت  نحوه  شکل  تغییر  حال  در  ،انسانی  منابع  مدیریت  در  مصنوعی  هوش  هایفناوری   ادغام

  ها، داده   وتحلیلتجزیه  و  طبیعی  زبان  پردازش  ماشینی،  یادگیری  بر  مبتنی  مصنوعی  هوش  است.  هاسازمان 

 موجب   انسانی  منابع  فرایندهای  در  فناوری  این  کارگیریبه   .کند  متحول  را  انسانی  منابع  هایشیوه   تواندمی

 جویی صرفه   ،درنهایت  و  ودشمی  فرایندها  سازیشخصی  و  خودکارسازی  سازی،ساده   ها،داده  تحلیل  دقت،  افزایش

 هوش   (. ,2023Singh & Kumar,Bhardwaj)  دارد  همراهبه  را  انسانی  منابع  عملیات  کیفیت  ارتقای  و   زمان  در

  و  مستقیم  شکل  به  و  ندکمی  کمک  انسانی  منابع  مدیریت  فرایندهای  بازمهندسی  و  چابکیبه   همچنین  مصنوعی

 ؛ (,Karekar, Nikam & Ray, Bhise 2024)  ددهمی  قرار   تأثیر  تحت  را  حوزه  این  هایتوانمندی   غیرمستقیم،

 که   هرچند  ،کند  هموار  را  انسانی  منابع  مدیریت  مسیر  تواندمی  مصنوعی  هوش  هایقابلیت   از  گیریبهره  ؛بنابراین

 همین   به  (.Lamarche-& Parent Rofa, Hamouche, 2025)  ستا  روروبه   نیز  موانعی  و  هاچالش   با  روند  این

 محسوب  راهبردی  ضرورت  یک  ،انسانی   منابع  مدیریت  آن  تبعبه  و  سازمان  در  مصنوعی  هوش  به  توجه  دلیل

 . (2024al., at Rajaei) شودمی
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  نیستند؛   پیشرو  و  مثبت  صرفاً  آیند،می  وجود  به  مصنوعی  هوش  کارگیریبه   درنتیجه  که  تغییراتی  دیگر،  سوی  از

  توانند می   صحیح،  مدیریت  نبود  و  توجهیبی   صورت  در  که  است  همراه  نیز  هاییچالش   با  نوین  فناوری  این  بلکه

  در  مصنوعی   هوش  از  استفاده  .(Kamesh & Roul, ,Mohapatra 2023)   شوند  تبدیل  جدی  تهدیدهایی  به

  از   پیش   هاچالش  این  است  ضروری  و  است  روروبه   خود  خاص  هایدشواری  با  نیز  انسانی  منابع  مدیریت  حوزه

  ترینمهم  از  یکی  .(Baruch & Rabenu, 2۰2۵)گیرند  قرار  موردبررسی  ،راهبردی  برنامه  هرگونه  اجرای

 ها ماشین   با  انسانی  نیروی  جایگزینی  آن  نتیجه  که  است  بیکاری  نرخ  افزایش  و  مشاغل  برخی  حذف  ها،چالش  این

 مانعی   تواندمی   ،کارکنان  میان  در  هوشمند  هایفناوری  با  کار  برای   لازم  هایمهارت  کمبود  این  بر  علاوه  .شودمی

,Katiyar, Somashekher, Chauhan &  Sachan)  .باشد  فناوری  این   کارگیریبه  و  پذیرش  مسیر  در  اساسی

2024 ,Bhima)  ،ویژه به   ها،سازمان  در  مصنوعی  هوش  سازییکپارچه   و  سازیپیاده   بالای  هایهزینه   همچنین  

 . ( ,Jain & Thomas, Mendy 2024)  . شودمی  محسوب  توجهقابل   موانع  از  متوسط،  و  کوچک  هایشرکت   برای

 قادرند   مصنوعی  هوش  هایالگوریتم  برخوردارند.  ای ویژه  اهمیت  از  اخلاقی  مسائل  ها،نگرانی   تمامی  میان  در

  حریم  حفظ  ( ,.2019Tambe et al)  کنند   تشدید  حتی  و  بازتولید  را  هاداده  در  موجود  انسانی  هایسوگیری 

 توسط   انسانی  منابع  حساس  هایداده   تحلیل  زیرا  ؛است  اساسی  هایدغدغه   از  دیگر  یکی  نیز  کارکنان  خصوصی

  بر علاوه (.Esmaili, & Abbasi 2024)  شود محسوب  اطلاعات امنیت برای تهدیدی تواندمی هاالگوریتم  این

 عدالت   و  تنوع  بر  و  شود  منجر  ناعادلانه  هایتصمیم  صدور  به  است  ممکن  هاداده   در  پنهان  تعصبات  وجود  آن،

  اعتماد   تواندمی  ،مصنوعی  هوش  هایالگوریتم  شفافیت  عدم  و  پیچیدگی  همچنین  .بگذارد  منفی   تأثیر  سازمانی

Johnson, Sarabadani &  ,Andrieux)  دهد  کاهش  هادستگاه   این   از  حاصل  تصمیمات  به  نسبت  را   کارکنان

2024 Van Slyke,).   انسانی  منابع  مدیریت  فرایندهای  در  مصنوعی   هوش  کارگیریبه  در  اخلاقی  هایچالش ، 

  ای تازه ابعاد هاچالش  این مصنوعی، هوش هایمدل روزافزون پیشرفت با بلکه ؛نیست یادشده موارد به محدود

   .(,Edgar, Bhattacharya & Truong, -Dey, Joel Chowdhury 2024)  شوندمی ترپیچیده  و کنندمی پیدا

 کارگیریبه   در  ما  فهم  گسترش  به  چشمگیری  طوربه   پیشین  هایپژوهش   اگرچه  که  دهدمی   نشان  ادبیات  مرور 

  فناورانه،   کارکردهای  به  معطوف  عمدتاً  ها آن  توجه  اما  ؛اندکرده  کمک  انسانی  منابع  دیریتم  در   مصنوعی  هوش

 ایجزیره   پراکنده،  همچنان  حوزه  این  در   اخلاقی  هایتحلیل   و  بوده  وریبهره  ارتقای  و  گیریتصمیم   سازیبهینه 

 .(,Yakobuvich, & Cappelli Tambe 2019  ؛ ,Strohmeier 2022) است  مانده  باقی  نظری  انسجام   دفاق  و

&   Köchling)  الگوریتمی  سوگیری  چون  خاص  نگرانی  چند  یا  یک  به  تنها   ،هاپژوهش  این  از  مهمی  بخش

2020 Wehner,)،  تصمیمات   پذیریمسئولیت  در  ابهام  یا ،رفتاری  هایداده  تحلیل  در  خصوصی  حریم  نقض 

Wildhaber Schafheitle,  Weibel, Schank, Busch, Deobald,-Leicht & )  عملکرد  ارزیابی  در  خودکار

 2019 Kasper,)   مورد  انسانی  منابع  مدیریت  بستر  در  چندبعدی  و  تلفیقی  چارچوب  یک  قالب  در   و  پرداخته 

 ی حقوق  یهاچارچوب   در  و  یغرب   یهابافت  در  هاپژوهش   نیا  اکثر  ن،یا  بر  افزون  .اند نگرفته  قرار  بررسی  و  تحلیل

 ی ها ت یحساس   ،ینهاد  ساختار  در  تفاوت  ،توسعهدرحال   ی کشورها  در  کهیدرحال  ؛اندشده  انجام  خاص  یفرهنگ  و

&   ,Ienca Jobin) کند دگرگون را یاخلاق  یهاچالش  شدت و تیماه  تواندی م فناورانه بلوغ سطح و یفرهنگ

2019 Vayena,).  و  جامع   تحلیل  یک  نبودِ  آن  و  دارد  وجود  ادبیات  در  اساسی  شکاف  یک  عبارتی  به 

 قالب   در  را  انسانی  منابع  مدیریت  در  مصنوعی  هوش  اخلاقی  هایچالش   مجموعه  بتواند  که  است  ایرشته میان 

 نشان  روشنیبه   موجود  ادبیات  کند.  تبیین  متفاوت،  هایمحیط   برای  کاربرد  قابل  و  منسجم  نظری  ساختار  یک
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  کافی  پاسخ  و  گردیدهن  فراهم  پدیده  این  از  نگرکل  ی تصویر  ارائه  امکان  هنوز  پراکنده،  آثار  رشد  باوجود  که  دهدمی

 خل   همین  و  است؛  نشده  ارائه  هاسازمان  در  فناوری  این  اخلاقی  پیامدهای  پیرامون  اساسی  هایپرسش   برای

  .سازدمی ضروری و موجه را مندنظام  و پژوهانه سنتز پژوهشی انجام ضرورت

 ارائه   مشخص  یکاربرد  و  ینظر  سهم  چند   ات،یادب   در  شدهیی شناسا  شکاف  کردن  پر  منظوربه   پژوهش  نیا

 ی ها افتهی  نامنسجم  و  گسترده  مجموعه  مطالعه  نیا  جامع،  یسنتزپژوه  کی  یاجرا  با  نخست،  .دهد یم

 هوش   یخلاقا یهاچالش  لیتحل یبرا یچندبعد  و یمفهوم ی چارچوب و  کندمی  کپارچهی را نیشیپ  یهاپژوهش 

  ن یا  دوم،  .سازدی م   برطرف  را  موجود  ینظر   خل  که  یچارچوب  ؛دهدی م  ارائه  یانسان  منابع  تیریمد  در  یمصنوع

 و   یارشتهان ی م  درک  سازمان،  مطالعات  و  یانسان  منابع  تیریمد  ،یفناور  اخلاق   یکردهایرو  ادغام  با  پژوهش

  استخراج   با  پژوهش  نی ا  ،سوم  .بخشدیم  غنا  حوزه   نیا  اتیادب  به  و   آوردیم  مفراه   یاخلاق  یامدهایپ  از  اریساخت

 مشترک   زبان  فناورانه،  و  یسازمان  ،ی انسان  یامدهایپ  از  یقیتلف  ی ریتصو  ارائه  و  یاخلاق  یهاچالش   یاصل  یهامؤلفه

 ی استانداردها  بتوانند  تا  ؛کندیم  فراهم  هاسازمان   و  گذاراناست یس  ران،یمد  یبرا  یااستفاده قابل   یلیتحل  ابزار  و

  کنند.   یطراح  را  خود  یطیمح  طیشرا  با  متناسب   یسازمان  یهااست یس  و  یتیریمد  یرهنمودها  ،یاتیعمل  یاخلاق

 در   یمصنوع   هوش  اخلاق  حوزه  در  یاحرفه  عمل  و  اتی ادب  شبردیپ   یبرا  یمشخص  ریمس  ها،سهم  نیا  مجموع

 . کندیم میترس یانسان  منابع تیریمد

 پژوهش نظری مبانی
 مصنوعی هوش

 معمولاً  که  رادارند  یفیوظا  انجام  ییتوانا  که  شودمی  اطلاق  یاانه یرا  یهادستگاه   توسعه  به  یمصنوع  هوش     

  درک  مسئله،  حل  (،ینیماش   یریادگی)  ات یتجرب  از  یریادگی  شامل  هایی توانا  نیا  هستند.  یانسان   هوش  ازمندین

  ی شناخت   یعملکردها  از  دیتقل  دنبالبه  یمصنوع   هوش  اصل،  در  .شوندیم  دیجد  طیشرا  با  قیتطب  و  یع یطب  زبان

 در   یاساس   یتحول  جادیا  باعث  امر  نیا  که  ؛بردی م  کاربه  گوناگون  یهاحوزه  در  را  هایی توانا  نیا  و  است  انسان

  شامل   که  است  چندبعدی  مفهومی  مصنوعی  هوش  .گردد یم  یریگمیتصم  فرایندهای  و  فیوظا  انجام  وهیش

  مفهوم  این  شود.می   کامپیوتری  بینایی  و   طبیعی  زبان  پردازش  ماشینی،  یادگیری  همچون  متنوعی  رویکردهای

 تحلیل  به قادر که کند ایجاد هاییدستگاه  تا ؛است محاسباتی قدرت و هاالگوریتم ها،داده  همگرایی دهندهنشان

 برخلاف   باشند.  انسانی  مداخله  حداقل  با  تصمیمات  دریافت  و  الگوها  شناسایی  داده،  گسترده  هایمجموعه

  الگوها   به  استناد  با  تواندمی   مصنوعی  هوش  شوند،می  ریزیبرنامه   خاص  کارهای  انجام  برای  که  سنتی  هایدستگاه 

,Machado,  Mariani)  دارند  انسانی  هوش  به   نیاز  معمولاً  که  کند  دریافت  تصمیماتی  پیشرفته،  هایالگوریتم  و

2023 Magrelli & Dwivedi,.)  و   نظریه  عنوانبه  مصنوعی  هوش  آکسفورد،  لغت  فرهنگ   تعریف  براساس  

  ؛ دارند   نیاز  انسان  هوش  به  معمولاً  و  هستند  وظایفی  انجام  به  قادر  که  شودمی  تعریف  ایرایانه   هایدستگاه   توسعه

  (. ,Yang & Feng, Yang 2021) هازبان بین  ترجمه و گیریتصمیم گفتار، تشخیص بصری،  ادراک ازجمله

 ، خاص   ایوظیفه  انجام  برای  که  ضعیف  مصنوعی  هوش  شود:می  تقسیم   اصلی   دسته  دو  به  مصنوعی  هوش

 های فن  است.  انسان  هوش  مشابه  عمومی  هوش  به  دستیابی  آن  هدف  که  قوی  مصنوعی  هوش  و  شدهطراحی 

 .شوند می   بررسی  عمیق  یادگیری  و  ماشین  یادگیری  روش  گروه  دو  در  طورکلیبه   نیز  مصنوعی  هوش  ساخت

  کنند. می   عمل  الگوها  وتحلیلتجزیه  با  و  گیرند می   یاد  هاداده  از   هاالگوریتم  آن  در  که  است  فنی  ماشین  یادگیری



               

6 

 

 
D

O
I:

 
ل  

سا
 .....

.....
   

 
ره  

شما
 ....

....
  

 ....
....

ی .
یاپ

پ
 

 

صل 
ف

 -  
ال 

س
 

ص
ص 

....
..

 

3 

 

   
ي  

لم
 ع

مه
لنا

ص
  ف

   
   

 

 عمیق   عصبی  هایشبکه   از  که  ؛شودمی  شناخته  ماشین  یادگیری  از   ایزیرشاخه   عنوانبه   نیز  عمیق  یادگیری

  هر  که   اندشده   تشکیل  پیوسته  همبه  هایلایه  از  ایمجموعه  از  هاشبکه  این  برد.می  بهره  هاداده  پردازش  برای

,Goyanes & Durotoye, Gil de Zúñiga )  دهدمی   ارائه  هاداده  از  تریعمیق  و  ترپیچیده   تحلیل  لایه

2024.) 

 انسانی منابع مدیریت و مصنوعی هوش

 فرایندهای   سازیبهینه   برای  هوش  هایفناوری  کاربرد  به  ،مصنوعی  هوش  بر  مبتنی  انسانی  منابع  مدیریت     

  فرایندها   خودکارسازی  و  ماشین  یادگیری  ها،داده  تحلیل  طریق  از  انسانی  نیروی  حفظ  و  ارزیابی  آموزش،  جذب،

 یادگیری  هایالگوریتم از استفاده با رویکرد، این  در (.  ,Gupta & RoshaniAgarwal ,2023) دارد اشاره

  کارکنان   ارتقای   و  عملکرد   ارزیابی  آموزش،  استخدام،  با  مرتبط  فرایندهای  گسترده،   هایداده  پردازش  و  ماشین

  صورتبه  را  هارزومه  است  قادر  یمصنوع  هوش  (.,Fan & Bartram, Gong 2025)  شوندمی   سازیبهینه 

 ییگوپاسخ   و  مصاحبه  فرایند  هوشمند،  یهابات چت   با  و  دینما  انتخاب  را  نامزدها   نیبهتر  ،ندک  لیتحل  خودکار

  و  یوربهره  ت،یرضا  زانیم  ین یبش یپ  یبرا   هاداده  لیتحل  از  نیهمچن   .دینما  لیتسه  را  کارکنان  هایپرسش   به

 بهبود   و  ییکارا  شیافزا  ،ی انسان  یخطا  کاهش  باعث  یفناور  نیا  .بردیم  بهره  ارکنانک  خدمت  ترک  به  لیتما

Edgar, Bhattacharya & Truong, -Chowdhury, Dey, Joel)  گرددیم  هاسازمان  در  کارکنان  تجربه

2۰2۳ .) 

 انسانی   منابع  مدیریت   عملکردهای  از  ناپذیریجدایی  بخش  به  ایفزاینده  طوربه  مصنوعی  هوش  هایفناوری 

 های سازیپیاده   اند.کرده  دگرگون  عملکرد  ارزیابی  برای  نوآورانه  ابزارهای  با  را  سنتی  هایشیوه   و  شده  تبدیل

  مصاحبه   ریزیبرنامه   و  رزومه  بررسی  مانند  روتین  وظایف  خودکارسازی  بر  ،انسانی  منابع  در  مصنوعی  هوش  اولیه

 مختلف   هایبخش  در  ترپیچیده   کارکردهای  برای  هاآن  مصنوعی،  هوش  هایفناوری   پیشرفت  اب  .بود   متمرکز

  با   قادرند  مصنوعی  هوش  هایالگوریتم  استخدام،  فرایند  در  گیرند.می  قرار مورداستفاده  ،انسانی   منابع  مدیریت

 اب انتخ   و  شناسایی  شغلی  نیازهای  به  توجه   با  را  افراد  بهترین  ،نامزدها  هایویژگی   و  متنی  هایداده   پردازش

 نامزدهای   شناسایی  شغلی،  هایبرنامه   و  هارزومه   سریع  غربال  توانایی  مصنوعی  هوش  هایالگوریتم   نمایند.

 تنهانه   کارآمد،  فرایند  این  دارند.  شدهتعیین   پیش  از  معیارهای  براساس  را  خاص  شغلی  عناوین  برای  مناسب

  هوش  ،راین  به  علاوه  افزاید.می   نیز  رزومه  غربالگری  بخش  وریبهره  بر  بلکه  ؛دهد می  کاهش  را  تلاش  و  زمان

 فرایند   کیفیت  ،درنهایت  و  ندک  بینیپیش   مدنظرش  نقش  در   را  تخبمن  نامزد  بالقوه  موفقیت  تواندمی  مصنوعی

 مدیریت   در  همچنین  .(,Kohda, Javed, Jeenanunta Kimseng & 2020)  دهد  افزایش  را  استخدام

 فرد   هر  قوت  نقاط  و  نواقص  کارکنان،  عملکرد   هایداده   وتحلیلتجزیه  با  قادرند  هوشمند  هایدستگاه   عملکرد،

 مصنوعی   هوش  هایدستگاه   راستا،  این  در  دهند.  ارائه  هاییتوصیه   عملکرد  بهبود  برای  و  نندک  شناسایی  را

 کارکنان شغلی مسیر ترینمناسب  برای پیشنهادهایی و بپردازند رفتاری و  شغلی هایداده تحلیل به توانندمی

 بازخورد   ارائه  واقعی،  زمان  در  عملکرد  بر   نظارت  با  مصنوعی  هوش  (. ,.2025Orhan & Kurnaz)  دهند  ارائه

 و  پیشگیرانه  هایاقدام برای است قادر هاداده  این از استفاده و بهبود برای  موردنیاز مناطق شناسایی پیشرفت،

 محوری  نقشی ،کارکنان شغلی توسعة در  کار محیط فرهنگ  ارتقای یا آموزشی هایبرنامه  همچون ابتکارهایی

 ن، ی ماش  یریادگی  یهاتمیالگور  ازجمله  ی مصنوع  هوش  یهایفناور  (. ,.2022Rydén & El Sawy)  کند  ایفا

 ی سازساده   یبرا  یانسان   منابع  یهابخش  در  یاندهیفزا  طوربه   ،ین یبش ی پ  وتحلیلتجزیه  و  یعی طب  زبان  پردازش
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  در  تثبا  و  تی نیع  ،ییکارا  بهبود  دبخشینو  هایفناور  نیا  اند.شده   گرفته  کاربه  عملکرد  یهایابیارز  بهبود  و

 عملکرد   یهاداده  از  یمیعظ  حجم  توانندیم  یمصنوع  هوش  بر  یمبتن  یابزارها  هستند.  کارکنان  عملکرد  یابیارز

  ی اب ی ارز   یبرا  است،  ممکن  هاآن  صیتشخ  که  کنند  جادیا  ییهانش یب  و  ییشناسا  را  روندها  کنند،  وتحلیلتجزیه  را

 داده   بر  یمبتن  بازخورد  ارائه  و  یادار  بار  کاهش  ها،ی ابیارز  یاستانداردساز  ظرفیت  امر  نیا  باشد.  واردش  یانسان

 .( ,Yang, Zheng, Feng & Zhang, Huang 2023) دارد را کارکنان به شتریب

 حال، بااین   هستند.  ثبات  و  تی نی ع  ،ییکارا  شیافزا  دبخشینو  ،یسنت   یابیارز  یها روش   با  سهیمقا  در  هادستگاه   نیا

 ی هاوهیش  گسترش  و   تکرار  یابر  یمصنوع  هوش  یابزارها  رایز  ؛کندیم  جادیا  زین  را  یدیجد  یهاچالش  ،گذار  نیا

  هوش   فناوری  پذیرش  .باشند  داشته  همراهبه  را  یاساس  یهای ریسوگ   است  ممکن  که  اندشده   یطراح   موجود

  این  است.  مؤثر  بسیار  کار  محیط  در  خطرها  از  پیشگیری  و  شناسایی  در  انسانی،  منابع  مـدیریت  در  مصـنوعی

 شده مشخص  برای  هادستگاه   سایر  و  هادوربین  گرها،حس  ازجمله  مختلف  منابع  از  هاداده  وتحلیلتجزیه  در  فناوری

Ravindran, Sankaranarayanan &  ,Priyanka)  دارد  زیـادی  مهـارت  محیط  در  احتمالی  خطرهای

2023 Ali,.)  سایر   بر  تا  سازدیم  قادر  را  کارمندان  ،ر یگوقت  اداری  کارهای  خودکارسازی  با  مصنوعی  هوش 

,Czarnitzki )  دهند  افزایش  چشمگیری  طوربه  را   وریبهره  و  کنند  تمرکز  ،خود  کـار  تخصصـی  هایجنبه 

2023 Rammer,Fernández &  .) 

  همراه  بلندمدت  هدفی  و  فرایند  عمومی،  اهداف  با  انسانی  فعالیت  هایحوزه  همه  در   مصنوعی  هوش  یسازاده ی پ

 های مراقبت   قبیل  از  هاحوزه   بعضی  در  تخصصی  مصنوعی  هوش  هایدستگاه   سمت  به  پیشرفت  سرعت  است.

  مربوط  مسائل  در  پیشرفت  اما  ؛است   چشمگیر  بازاریابی  و  تبلیغات  و  اجتماعی  هایرسانه   خودرو،  صنعت  بهداشتی،

 های چالش  وجود دلیل به پیشرفت، کندی این و شده مشاهده کمتر بسیار ، کارکنان  و انسانی منابع مدیریت به

 مصنوعی  هوش  پیشرفت  بودن  کند ُبرای  دلیل  چهار  است.  بوده  هاسازمان   در  مصنوعی  هوش  کارگیریبه   مختلف

 از   هاداده   هایچالش   .2  انسانی  منابع  هایپدیده   پیچیدگی  .1  است:  شدهشناسایی   انسانی  منابع  مدیریت  در

 هوش  به  کارمندان  هایواکنش   .۴  محوری  قوانین  و  عدالت  با  مرتبط  هایوضوعم  .۳  انسانی  منابع  عملیات

 اما  ؛است  عالی  گیریتصمیم  برای  مفید  نتایج   هارائ  و  هاداده  وتحلیلتجزیه  برای  مصنوعی  هوش  اگرچه  .مصنوعی

  مانند   مواردی  تواندنمی  مصنوعی  هوش   مثال   برای  دهد.  تشکیل  را   غیرفنی  و  ظریف  هایتفاوت  تواندنمی   همیشه

 . بگیرد  نظر در  شغلی نامزدهای ارزیابی هنگام را سازمان هایارزش و فرهنگ

 مصنوعی  هوش اخلاق 

 رفتارهای   و  گراییکمیت  همه  باوجود  و  است  نسبی  و  عمومی  تفسیرهای  با  همراه  ،پیچیده  ایواژه  اخلاق

Livari-Fathi ) است کرده حفظ را خود جایگاه همواره است، ایجادشده حاضر  عصر زندگی در که حسابگرانه

2019 al., et.)  حال، بااین  ؛است  داشته  وجود  نیز  اطلاعات  فناوری  پیدایش  از  پیش  دیرباز،  از  اخلاقی  مسائل 

 فشار تحت  اجتماعی  ساختارهای  یابند،  شدت  اخلاقی  هاینگرانی   است  شده  موجب  اطلاعات  فناوری  گسترش

  را  ایتازه   هایپرسش   اطلاعاتی  هایدستگاه   بدهند.  دست  از  را  خود  کارآمدی  ،قوانین   برخی  و  گیرند  قرار

 جامعه   در  بنیادی  هایدگرگونی   ساززمینه   هافناوری  این  زیرا  اند؛کرده   مطرح  جوامع  و  افراد  برای  اخلاق  ٔ  درزمینه

  همچون   هاییفناوری   که  گونههمان  اند.کشیده   چالش  به  را  مسئولیت  و  ثروت  قدرت،  توزیع  سنتی  نظم  و  شده

 رشد   به  توانندمی   نیز  اطلاعاتی  هایفناوری  کردند،  ایجاد  جامعه  در  عظیم  تحولاتی  رادیو  و  تلفن  برق،  بخار،  موتور
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 شوند  بدل  اجتماعی  هایارزش  تهدید  و  جرم  برای  ابزاری  به  برعکس،  یا  رسانند  یاری  انسان  پیشرفت  و

)2014 Laudon, & Laudon(. 

  اخلاق  ،اخلاق  فرا  یعنی  اخلاق،  فلسفه  اصلی  شاخه  سه  در  توانمی  را  هوشمند  هایدستگاه   در  اخلاق  مسئله

  نیازمند   ،مصنوعی  هوش  بااخلاق  ارتباط  در  هاشاخه   این   از   یک  هر  کرد.  بررسی  توصیفی  اخلاق  و  هنجاری

 مطرح   هوشمند«  هایماشین   اخلاقی  »عاملیت  همچون  مباحثی  ،اخلاق  فرا  حوزه  در  .هستند  وگوگفت  و  تحلیل

  عنوان به   تواندمی   اساساً  ،هوشمند  ماشین  یک  آیا  که  گیردمی  قرار  موردتوجه  اساسی  پرسش  این  و  شودمی

  ها، نگرش  از  توصیفی  صرفاً  ارزشی،  داوری  بدون  توصیفی،  اخلاق  بخش  در  ؟خیر  یا  شود  تلقی  اخلاقی  عاملی

 تمرکز با هنجاری اخلاق شاخه .شودمی ارائه مصنوعی هوش اخلاق به نسبت جوامع هایواکنش  و هاسیاست 

  توانمی   چگونه  که  پردازدمی  محوری  پرسش   این  به  ها،ماشین   در  اخلاقی  اصول  سازیپیاده   سنجیامکان  بر

  این  (.  ,1202Abdkhodaei, Tohidi, KarimiVaghe, Barati)  کرد  نهادینه  هوشمند  هایدستگاه   در   را  اخلاق

 بررسی   به  شود،می  یاد  «بالا  سطح  در   »اخلاق  یا   طراحی«  اخلاق»  بانوان  آن   از   تخصصی   ادبیات  در   که  حوزه

 .یابد می  اختصاص  هوشمند  هایسامانه   و   هاالگوریتم  طراحی  در  اخلاقی  معیارهای  و  هاارزش  گنجاندن  چگونگی

 ، طورکلیبه   و  نبایدها  و  بایدها  وظایف،  تعیین   هب   ؛است  هنجاری  اخلاق  بسط  و  ادامه  که  کاربردی  اخلاق  ،درنهایت

  پیرامون  ،معاصر  اخلاقی  هایچالش   شاخه،  این  پردازد.می  مصنوعی  هوش  با  مرتبط  اخلاقی  هنجارهای

 های ماشین   که  دهد  پاسخ  دستازاین  هاییپرسش   به  کوشدمی   و  دنکمی  بررسی  را  مصنوعی  هوش  هایفناوری 

  ایجاد   جامعه  و  انسان  برابر  در  را  اخلاقی   هایچالش   نوع  چه  فناورانه،  موجوداتی  عنوانبه   هوشمند،

 (.  ,2025Hamani & Mokhtari)کنند؟می

 انسان  رفتار  ارزشی  مبانی  بررسی  به  کاربردی،  اخلاق  مهم  هایشاخه  از  یکی  عنوانبه  اطلاعات  فناوری  اخلاق

 روابط   روزمره،  رفتارهای  بر  اطلاعات  فناوری  تأثیر  حوزه،  این   در  پردازد.می فناوری  با  مواجهه  در   او  مسئولیت  و

 پیامدهای   درباره  جدی  هایبررسی  نخستین  .شودمی   بررسی  انسان  اجتماعی  و  فرهنگی  هایبرداشت   و  انسانی

  حیوان در  ارتباط و کنترل یا سایبرنتیک»  مانند خود آثار در او گرفت. انجام 1توسط  ،اطلاعات فناوری اخلاقی

 اینترنت،  ظهور با نهاد.  بنیان را حوزه این هایپایه  )1954( "هاانسان از انسانی استفاده" و )1948( "ماشین  و

 فناوری   خلاقا  پیرامون  ایگسترده   هایپژوهش   اخیر،  هایدهه  در  و  یافت  افزایش  هادغدغه  این  عمق  و  دامنه

 نخست،   است:  توجهقابل   جنبه  دو  از  اطلاعات  فناوری  اخلاق  اهمیت .),Schultz 2005( گرفت   صورت  اطلاعات

  برای  جدی  هاییآسیب   تواندمی  اخلاقی  اصول  به  توجهیبی   عمومی،  منافع با  فناوری  این  عمیق  پیوند  دلیل  به

 به   اطلاعات   فناوری  هایپروژه   و  هاسازمان  موفقیت  در  کلیدی  عاملی  اخلاق،  رعایت  دوم،  .کند  ایجاد  ذینفعان

 ,Sharifzadeh)  شوند  منجر  تجاری  شکست  و  اعتبار  نابودی  به  توانندمی   اخلاقی  هایرسوایی  زیرا  ؛رودمی   شمار

2۰22). 

  طراحی،   با  مرتبط  اخلاقی  مسائل  بررسی  به  فناوری،  اخلاق  از   نوین   ایشاخه   عنوانبه  مصنوعی   هوش  اخلاق

 تمرکز  مصنوعی  هوش  و  انسان  تعامل  بر  بیشتر  حوزه  این  پردازد.می   هوشمند  هایدستگاه   از  استفاده  و  توسعه

Siau) & ست ا  هاسامانه   این  پایدار  و  مسئولانه   اخلاقی،  عملکرد  برای  هاییچارچوب   ارائه  دنبال  به  و  دارد

  )2020 Wang,.  گاه   و  بالا  دقت  با  بود،  انسان  مختص  تر پیش   که  را  شناختی  وظایف  انجام  ،مصنوعی  هوش 

 عرصه   به  پژوهشی  هایمحیط  از  آن  سریع  گسترش  اما  ؛است  ساخته  ممکن  ،انسانی   مداخله  به  نیاز  بدون

 

1. Norbert Wiener 
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  و  نژادی  هایتبعیض   تعمیق  به  توانمی  که  است؛  کرده  ایجاد  متعددی  منفی  پیامدهای  و  هاچالش   عمومی،

 و  خصوصی حریم نقض سایبری، جرائم افزایش انسانی، بودن عامل تضعیف  ها،داده  سوگیری سبب به جنسیتی

 داشت   اشاره  خاص  اقلیتی  دست  در  اقتصادی  قدرت  تمرکز  و  بیکاری  رشد  ،هاداده  کلان  از  سوءاستفاده  نیز

(2023Bolboli Qadikolaei & Parsania, .)  و   طراحان  آیا  که  شودمی   مطرح  پرسش  این  پیامدها،  این  برابر  در 

  ، انسانی هایارزش و اخلاق اینجا در دارند؟  نظر در را اجتماعی و انسانی منافع ،مصنوعی  هوش دهندگانتوسعه 

 »هوش   گیریشکل   ساززمینه   تواندمی  اخلاقی   اصول  به  پایبندی  شود.می  تبدیل  پژوهشگران  توجه  کانون  به

  هموار  را  انسان تعالی  و رشد مسیر دیجیتال، هایفناوری برتکیه با که هاییسامانه  شود؛ محور«اخلاق مصنوعی

 .کنندمی

 است   داشته  آن   بر  را  المللیبین   جامعه  آن،  از  جهانی  گسترده  حمایت  کنار  در  مصنوعی،  هوش  عملکرد  از  نگرانی

 هم   و  شود  مندبهره   آن  مزایای  از  هم  تا  ؛کند  تدوین  فناوری  این  کارگیریبه  و  توسعه   ،پژوهش   برای  قواعدی  تا

  در  اخلاق  نامه»توصیه   نویسپیش   2۰2۰  سپتامبر  در   یونسکو  سازمان  زمینه،  این  در  دهد.  پاسخ  هاچالش   به

 به  توجه  برای  المللیبین   چارچوبی  است،  بند  1۴1  و  بخش  ۸  شامل  که  سند  این   کرد.  ارائه  را   مصنوعی«  هوش

 نخستین   عنوانبه  اما  ؛نیست  آورالزام  هرچند  آورد.می  فراهم  مصنوعی  هوش  هایسامانه   حقوقی   و  اخلاقی  ابعاد

 تناسب،   همچون  اصولی  نامه،توصیه  این  در  است.  برخوردار  زیادی  اهمیت  از  حوزه،  این  در  معتبر  المللیبین   سند

  رسانی آگاهی   پذیری،مسئولیت   نیز  و  شفافیت  انسانی،  نظارت  خصوصی،  حریم  به  احترام  پایداری،  اف،انص  ایمنی،

 .باشند  پایبند هاآن  به است شدهخواسته  ،عرصه این فعالان از  و گرفته قرار تأکید مورد جانبههمه همکاری و

 عالی   شورای  ۹۰1  جلسه  مصوب  ایران«  اسلامی  جمهوری  مصنوعی  هوش  »سند  در  ملی،  سطح  در  همچنین

 اصول   سند،  این  است.  شده  تأکید  مدار«اخلاق  مصنوعی  »هوش  مفهوم  بر   (۰۳/1۴۰۳/ 2۹)  فرهنگی  انقلاب

 معرفی   اسلامی  هایارزش  پایه  بر  مصنوعی  هوش  از  مسئولانه  استفاده  و  توسعه  برای  راهنمایی  عنوانبه  را  اخلاقی

Artificial Iran's   2024)  داندمی  جامعه  و  افراد  متقابل  حقوق  حفظ  ضامن  را  آن  رعایت  و  کندمی

Document, Intelligence .) 
 پژوهش   پیشینۀ

  انسانی   منابع  مدیریت   در  فناوری  این   کاربست  پیرامون  اخلاقی  مسائل  ،مصنوعی  هوش  کاربردهای  سریع  رشد  با

 که   دندهمی  هشدار  حوزه  این  تاریک«  ابعاد»  انتقادی  مرور  با  (2۰21)1همکاران   و  گیرمیندل  است  گرفتهشکل 

 ای، رویه  عدالت  نقض  به  تواندمی   یابد،می  تعمیم  ها«انسان  »مدیریت  به  وقتی  داده  تحلیل  محورِ کارایی   منطق

 های چالش   درباره  (2۰22)2لوتجی   و  هانکونشورر  شود.  منجر  ساختاری  هاینابرابری   تقویت  و  زنیبرچسب 

 نظارت   سازوکارهای  بدون  یادگیرنده  هایمدل  به  اتکا  معتقدند،  شخصی«  »تمامیت  برای  الگوریتمی  سازیتصمیم

 و   کاپاسو  مطالعه  .دهدمی  افزایش  را  کارکنان  خصوصی  حریم  و  کرامت  نقض   خطر  پذیری،توجیه   و  انسانی

 مستقل   نظارت  و  بشری  حقوق  اثرات  مستمر  ارزیابی  بدون  اگر  استخدام  هایالگوریتم  داد  نشان  (2۰2۴)۳همکاران

 مسئولیت  بررسی  به  (2۰21)۴بانکینز     کنند  تهدید  را  برابر  شغلِ  بر  حق  و  بازتولید  را  تبعیض  توانندمی   روند،  کار  به

 مصنوعی،   هوش  بر  مبتنی  خودکارسازی  که  کندمی  تأکید  و  زدپردامی  انسانی  منابع  هایگیریتصمیم  در  اخلاقی

 

al et Germindell  .2  

Lutje & Hankonschorr  .3   

al et Capasso .4  
Bankins .5  
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  کند می  پیشنهاد  مطالعه  این   است.  کرده  تغییر  دستخوش  را  انسانی  نیروی  مدیریت  در  کلاسیک  اخلاقی  مرزهای

  1همکاران   و  تامب  کنند  تدوین  ماشین  و   انسان  مشارکت  بین  توازن   برای  هاییچارچوب   باید  هاسازمان  که

  ند کرد  بررسی  را  کارکنان  انتخاب  و  جذب  در مصنوعی  هوش  از  استفاده  هایچالش  ،خود  پژوهش  در  (2۰1۹)

 سوگیری   بازتولید  به  است  ممکن  هاالگوریتم  اخلاقی،  ارزیابی  و  انسانی  نظارت  غیاب  در  که  دهندمی  هشدار  و

 اکثر  که  کردند  بیان  و   بررسی  را   الگوریتمی  هایتصمیم  شفافیت  موضوع (2۰2۰)2همکاران   و  رغوان بپردازند

  این  هستند.  خود  خروجی  توجیه  و  تبیین  برای  سازوکارهایی  فاقد  ماشین،  یادگیری  بر  مبتنی  هایدستگاه 

 .شود می  منجر  انسانی  منابع  هایدستگاه   به  نسبت  ،کارکنان  اعتماد  و  پذیرش  در  جدی  چالش  به  مسئله،

 ایمنی  انسانی،  منابع  مدیریت   قلااخ  که   رسیدند  نتیجه  این  به  خود  پژوهش  در   (2۰2۳)  ۳همکاران   و  موهاپاترا

 مصنوعی،  هوش  مدل  آموزش  برای  کمتر  هایداده  نویس،برنامه  سوی  از  مغرضانه  الگوریتم  ها،داده  یکپارچگی  و

  از  کارکنان  توسط  خالق  تفکر   و  هاارزش  گرفتن  نادیده  همچنین  و  انسانی  منابع  مدیران  فنی هایمهارت  فقدان

 هستند.  انسانی منابع مدیریت در مصنوعی هوش کارگیریبه  هایچالش ترین مهم

 مدیریت   در   آفرینتحول  ابزاری  عنوانبه   مصنوعی  هوش  اگرچه  دهدمی  نشان  تجربی  پیشینه  و  نظری  مبانی  مرور

 بوده  آن عملیاتی مزایای و  فنی کارکردهای بر پیشین  مطالعات غالب تمرکز اما ؛شودمی  شناخته انسانی منابع

  از ایعمده  بخش اند.شده  تحلیل مندنظام  صورتبه  کمتر ،فناوری  این انسانی و اخلاقی ابعاد کهدرحالی  است؛

  یادگیرنده   هایالگوریتم  طریق  از  آموزش  و  عملکرد  ارزیابی  استخدام،  نظیر  فرآیندهایی  سازیبهینه   به  هاپژوهش 

  حریم   نقض  ها،داده  سوگیری  ازجمله  فرایندها  این   اخلاقی  پیامدهای  به  اندکی  هایبررسی   اما  ؛اندپرداخته 

 نظری،   سطح  در  است.  یافته  اختصاص  انسانی  عاملیت  تضعیف  و  خودکار  تصمیمات  مسئولیت  در  ابهام  خصوصی،

  شفافیت،   چون  اصولی (Wang, & Siau 2020(مصنوعی  هوش  اخلاق  و  فناوری   اخلاق  هایچارچوب   اگرچه

 عمدتاً   موجود  مطالعات  همچنین،  .اندنشده  اجرا  عمل  در  اصول  این   ولی  ؛کنندمی  مطرح  را   انصاف  و  گوییپاسخ 

 کمتر   توسعهدرحال   کشورهای  در  سازمانی  و  قانونی  فرهنگی،  هایتفاوت   و   شده انجام  غربی  هایبافت  در

 .است گرفته قرار موردتوجه

 پژوهش شناسیروش

  روش  این  در  شود.می   اتی ادب  خاص  عوامل  و  های ژگیو  بی ترک  شامل  که  است  یسنتزپژوه  ،حاضر  پژوهش  روش

  و  یابندمی   پیوند  یکدیگر  با  هادانسته  این  سپس  شوند،می   گردآوری  پراکنده  و  متفاوت  ،مطالعات  هایدانسته 

 تفسیر   و  مجدد  دهیسازمان   ارزیابی،  مورد  کنونی  نیازهای  با  متناسب  قالبی  در  ،آمده دست به   دانش  مجموعه  کل

 های یافته   ترکیب  بلکه  ؛نیست   مدنظر  ،پیشین   هایدانش   دادن  قرار  هم  کنار  ،صرف   سنتزپژوهی  در  .گیردمی  قرار

 مشابه   نقاط  ،کردیرو  نیا  در  .است  تأکید  مورد  دارد،  دربی  را  جدید  روابطی  که  مشخص  چارچوبی  در  گوناگون

  یسازکپارچه ی  ،پژوهش  موضوع  ابعاد  و  پرسش   با  هاآن  ارتباط  براساس  و  ییشناسا  نیشیپ   مطالعات  یهاافته ی

 ,Walsh, D & Downe)  شودمی   پرداخته  هاآن   انیم   ارتباطات  و  هاافته ی  ریتفس  به  تیدرنها  .ردیگی م  صورت

 یف یک  یهاپژوهش   تا  شد  استفاده  یسنتزپژوه  روش  از  حاضر  پژوهش  در  هدف  نیا  تحقق  منظوربه  (.2005

  تا  ند کرد  تلاش  سندگانینو  اساسنیبرا  .بیاید  دستبه  ی ترجامع   درک   و  شود  بیترک  و  خلاصه  نیشیپ  گسترده
 

al et Thumb .2  

al et Raghavan  .3  
Mohapatra et al  .4  
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  ی بنددسته   و  سهیمقا  به  سپس  کنند.  یآورجمع  را  انسانی  منابع  مدیریت  و  مصنوعی  هوش  با  مرتبط  یهاپژوهش 

 ی هاروش  بپردازند.  انسانی  منابع  مدیریت  در   مصنوعی  هوش   از   تربزرگ  ی ریتصو  ارائه  به  درنهایت  و  هاآن

 1(2۰۰7)  باروسو  و  یساندلوسک روش  از   حاضر   شپژوه  در  که  دارد  وجود  یسنتزپژوه  دادن  انجام  یبرا  یگوناگون

  ییافزادانش   روش،  نیا  در  است.  یسنتزپژوه  روش  با  هایپژوهش  در  مورداستفاده  شیوه  نیشتریب  که  شد  استفاده

 ، جستجو  ندیفرا  یزیمآتیموفق  طوربه  و شودمی   جادیا  ،یفیک  هایپژوهش  یهاافته ی  کردن  کپارچهی  در  ییبسزا

  ، پرسش  میتنظ  :مرحله  هفت  شامل  ،روش  ن یا  .گرددمی  ارائه  هیاول  هایپژوهش  جیانت  بیترک  و   یابیارز  انتخاب،

 و   لیوتحلهیتجز  اطلاعات،  استخراج  مناسب،  اسناد  انتخاب  و  جستجو  ات،یادب   منظم  و  شدهی سازمانده  مرور

  نحوه  شرح  به  زین  ادامه  در  و  شدهداده  نشان  (1)  شکل  در  که  ستا  هاافتهی  ارائه  و  تی فیک  کنترل  ،هایافته   ترکیب

 ست. اشده پرداخته آن یاجرا

 

 

 

 ( 2۰۰7ساندلوسکی و باروسو ) پژوهی سنتز الگوی :1 شکل

 
 پژوهش هایپرسش میتنظ اول: مرحله

 ، یزی چ  چه  رینظ   ییهاشاخص   از  و  است  پژوهش  یاصل  موضوع  درباره  پرسش  یطراح  ،بیفراترک  مرحله  نیاول

 جدول   در  مرحله  نیا  در  پژوهش  یهاپرسش   .استشده  استفاده  یروش  چه  و  یزمان  محدوده  چه  ،یاجامعه   چه

 است.  آمده (1)

 پژوهش  اول مرحله هایپرسش  :1 جدول
 ها پاسخ هاپرسش

 های اخلاقی هوش مصنوعی در مدیریت منابع انسانی چالش  چه چیزی؟ 

چه کسی؟ جامعه  

 موردمطالعه 

، اسکوپوس، امرالد، الزویر،  اسکولارگوگل شامل  جستجوگرو موتور  داده پایگاهاز  آمدهدست به  مقالات

 2ساینس دیرکت 

 ( است. 2۰2۰-2۰2۵( و مطالعات خارجی )1۳۹۹-1۴۰۴بازه زمانی مطالعات داخلی ) چه زمانی؟ 

ی مفاهیم و مقوله جدید  بنددسته ، تعیین مفاهیم،  شدهاستخراج و کدهای  هاپژوهش با بررسی  چگونه؟ 

 ها صورت پذیرفت.داده  لیوتحل ه یتجز

 
 ات یادب منظم و شدهیسازمانده مرور دوم: مرحله

 

1Sandelowski & Barroso, 2007 
2 Google Scholar, Scopus, Emerald, Elsevier, Science Direct 
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 مصنوعی  هوش اخلاقی هایچالش  ٔ  درزمینه  منتشرشده یپژوهش -یعلم مدارک هیکل ،حاضر  پژوهش جامعه

  هوش  و  انسانی  منابع  ،انسانی  منابع  مدیریت  ،اخلاقی   هایچالش   یهادواژهی کل  با  که  ؛انسانی  منابع  مدیریت  و

 داد. قرار جستجو مورد را یعلم اطلاعات یهاگاه یپا در مصنوعی
 مناسب  اسناد  انتخاب و جستجو سوم: مرحله

  ند یفرا  .گذاردی م  کنار  بودن  نامرتبط  ل یدلبه  را  مقالات  از  یتعداد  ینیبازب  هر  در  ،پژوهشگر  مرحله،  نیا  در

  عنوان  ابتدا،  شود.می  انجام  مقالات  اتی جزئ  و  محتوا  ده،ی چک  عنوان،  مانند  ی مختلف  یپارامترها  براساس  ینیبازب 

  سپس،   .گردندی م  حذف  ندارند،  یهمخوان  وهشپژ  اهداف  و  هاپرسش   با  که  ییهاآن  و  شودمی  یبررس  مقالات

 ی هامقاله  ازآنپس   .شوندی م  خارج  یبررس  ندیفرا  از  نامرتبط  مقالات  و  ردیگیم  قرار  یاب یارز  مورد  مقالات  دهیچک

  گذاشته   کنار  هدف  با  نامرتبط  یهاپژوهش   و  رندیگیم  قرار   موردبررسی  متن  کل   و  محتوا  براساس  ،مانده ی باق

 : اندبوده زیر موارد شامل مقالات  گزینش معیارهای .شوندیم

 ؛ داخلی  و خارجی معتبر نشریات در  منتشرشده پژوهشی-علمی مقالات

 ؛ فارسی و انگلیسی هایزبان  به انتشار

 ؛ 2۰2۵ تا 2۰2۰ هایسال  بین انتشار

 ؛ انسانی  منابع مدیریت در مصنوعی هوش اخلاقی هایچالش  بر تمرکز

 .استناد قابل هاییافته  ارائه و مطلوب علمی کیفیت

 
  فرایند   از  ایخلاصه  (2)  شکل  در  شوند.می   سنتزپژوهی  بعدی  مرحله  وارد  ماندهباقی   مقالات  تعداد  ،درنهایت

 شود. می  مشاهده آمده دستبه نتایج همراه به شدهارائه

 

 
 

 

 
 
 
 
 
 
 

 : جستجو و انتخاب مقالات مناسب2شکل 

 
 ترکیب  یبرا شده انتخاب یها: پژوهش 3جدول 



 

13 
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Implications and Performance Enhancement 

16 Du (2024) 
Ethical and Legal Challenges of AI in Human Resource 

Management 

17 Du (2024) 
Exploring Gender Bias and Algorithm Transparency: 

Ethical Considerations of AI in HRM 

18 Lungu et al.,(2024) 
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Resources 

19 Andrieux et al., (2024) 
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22 Bujold et al., (2024) 
Responsible artificial intelligence in human resources 

management: a review of the empirical literature 

https://www.researchgate.net/publication/385861235_AI_Accountability_Ethics_and_Human_Resource_Implications?_sg=aTMZMwNmT4YyvFq2tceQ1Qy37ARj57LWIUI_-UBiL3So6eUPqygaYTcMgkLTurQA-AzRRHKp4JAAlGo&_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InB1YmxpY2F0aW9uIiwicGFnZSI6Il9kaXJlY3QifX0
https://www.researchgate.net/publication/385861235_AI_Accountability_Ethics_and_Human_Resource_Implications?_sg=aTMZMwNmT4YyvFq2tceQ1Qy37ARj57LWIUI_-UBiL3So6eUPqygaYTcMgkLTurQA-AzRRHKp4JAAlGo&_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InB1YmxpY2F0aW9uIiwicGFnZSI6Il9kaXJlY3QifX0
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24 
Haight & Johnson 

(2023) 

Coping with Ethical Challenges in AI Recruiting 

25 Yanamala (2023) 
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Enhanced HR Processes 

26 
Hamilton 

&  Kristl Davison 
(2022) 
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در   یهوش مصنوع یاخلاق یها چالش بی فراترک لیو تحل  ییشناسا
ی چارچوب مفهوم ۀ: ارائ یمنابع انسان تیریمد  

30  Etemadi et al., (1403)  
 یاب یدر ارز یانسان تیهدا  یهاروش مقابل در یهوش مصنوع

ب یو معا  ایمزا  بی: فراترک یاستخدام منابع انسان  

31 
 Yazdani  & Hakimnia  

(1403 )  

  در یهوش مصنوع یری کارگهب یهاها و فرصتچالش ییشناسا
ب ی فراترک کردی: رویمنابع انسان مدیریت  

32 
 Rahimi Aghdam et 
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منابع   تیریدر مد یهوش مصنوع دریافت یقلااخ یهاچالش
یانسان  

 

 اطلاعات  استخراج :چهارم مرحله

  نیا. بهگردیدندباز اســـتخراج    یو کدها  بررســـی دقت بامنتخب    یهاپژوهش  ،قیمرحله با مطالعه دق  نیدر ا
 ــ ــانیو  های اخلاقیچالشمرتبط با   میهر پژوهش، مفاه یمنظور با بررس ــخمدیریت منابع انس  داده  صی، تش

داده شـــد. گزارش مربوط به  اصکد اختصـ ــ کی،  مرتبه اول به آن عامل مؤثر  یکدگذار براســـاسو   شـــدند
 آمده است. (۳)بخش از پژوهش در جدول  نیا یهاافتهی

   یفیک  یهاافتهی لیوتحله یتجز :پنجم مرحله
در مورد موضـوع پژوهش    دیجد ریو ارائه تفاس ـ  یسـازکپارچهی  ب،یترک  ،یسـازخلاصـه  ،سـنتزپژوهیهدف از  
قرار گرفتند    یموضـوع لیو تحل موردبررسـی  ،شـده از مرحله قبلاطلاعات اسـتخراج  ها،افتهی لیتحل  یاسـت. برا
پژوهش   یهدف اصـل  یتا در راسـتا  ؛ها فراهم شـدآن انیروابط م  ییامکان شـناسـا  ها،افتهی  نیادغام ا  قیو از طر
  ییشناسا   یمتن  یهاموجود در داده  یدیهدف پژوهش، نکات کل  براساسدر گام نخست و    نیبنابرا  رند؛یقرار گ

ــپس، کـدهـا  ییهـا کـدهـاو بـه آن ــد. سـ ــاص داده شـ  هـا مؤلفـه  زیرادغـام و در قـالـب  گریکـدیمرتبط بـا   یاختصـ
 براسـاس   ،شـدهییشـناسـا هایمؤلفه  زیرو ند  قرار گرفت لیها مورد تحلمرحله بعد، داده. در دندیگرد  یبنددسـته

 ن ییتع  زین یاصــل  یهامؤلفه  ،هامؤلفه  زیر  ییپس از شــناســا  ب،یترتنیاشــدند. به  یبندگروه یمفهوم یکینزد
 .گردیدند

 پژوهش اعتبار و کیفیت بر نظارت :ششم مرحله

ــنجی(1۹۸۹)  1لینکلن و گوبـاطبق نظر  ــت. در این پژبخش لازم هر پ  ،، اعتبـارسـ وهش نیز  ژوهش کیفی اسـ
ــگر  بازبینی  خوداز روش    یدههای برگزمنظور ارزیابی کیفیت مطالعات و پژوهشبه ــد و    پژوهشـ ــتفاده شـ اسـ

گران ح  ؛کردند  تلاش  پژوهشـ ن و واضـ یحات روشـ ورت  ،تا با توضـ ارائه   دقت  باگرفته در هر مرحله را  اقدامات صـ

 

1 Lincoln & Guba 
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اســـتفاده  (2۰1۸)  های ارزیابی انتقادیمهارت  برنامهاز شـــاخص    برای ارزیابی کیفیت مطالعات منتخبکنند.  
د. شاین ابزار با طرح   شـ فافیت اهداف، روش  ٔ  درزمینه  هاییپرسـ ب، عوامل مداخلهشـ ی مناسـ ناسـ گر و اعتبار شـ

حاصــل از    شــدهمحاســبه  امتیاز ((Lawh et al., 2024کندمینتایج، امکان ارزیابی دقیق مطالعات را فراهم  
ــانگر کیفیت مطلوب یافته ۵۰از   ۴6ارزیابی خبرگان، معادل   ــر    هایبود که نش ــتپژوهش حاض درنهایت،  . اس

ها و همچنین نظارت بر فرایند کدگذاری و پژوهشگران این مطالعه برای اطمینان از دقت و قابلیت اعتماد یافته
آمده، از روش توافق میان دو کدگذار )مرور همتا( اســتفاده کردند. بدین منظور، از پژوهشــگر دســتنتایج به

یوه کدگذاری داده  ،موردمطالعهدیگری که در حوزه  ته و با شـ ته شـدتخصـص داشـ نا بود خواسـ تا  ؛های کیفی آشـ
ــته ــتقل کدگذاری کند. در ادامه، میزان  های اولیه و بهبندیمتون پژوهش را بدون اطلاع از دسـ ــورت مسـ صـ

توافق میان  شــده توســط دو پژوهشــگر، بیانگر ســطح بالایپوشــانی و شــباهت بالا میان کدهای اســتخراجهم
 .ها بودنده پایایی مطلوب دادهدهنشان درنتیجهکدگذاران و 
 های سنتزپژوهیارائه یافته :مرحله هفتم

 گردد.ارائه می یحاصل از مراحل قبل هاییافته ،سنتزپژوهیمرحله از روش    نیدر ا

 
 هایافته

 هرکدام  که  انسانی  منابع  مدیریت   و  اخلاقی  هایچالش  مصنوعی،  هوش  ٔ  درزمینه  گذشته  مطالعات  به  توجه  با

 گرفته  نظر  در  انسانی  منابع  مدیریت  فرایندهای  در  مصنوعی  هوش  کارگیریبه  برای  را   مختلفی  اخلاقی  مسائل

 های مؤلفه تم   تحلیل روش  به  مختلف یها پژوهش  نتایج از استفاده با و نگرکل  دیدگاه با پژوهش این  در ،بودند

 های چالش  ترتیب،اینبه  و  گرفتند  قرار   خود  خاص  طبقه  در  و  شدند  تفکیک  مؤلفه  زیر   عنوانبه  باهم  مرتبط

 های مؤلفه  دهندهنشان   (۴)  جدول  آمد.  دست   به  انسانی  منابع   مدیریت  در  مصنوعی   هوش  کارگیریبه   اخلاقی

 . اندکرده  اشاره هامؤلفه آن به که است یپژوهشگران و هامؤلفه زیر اصلی،

 های خلاقی هوش مصنوعی در مدیریت منابع انسانی چالش  :4جدول  

 منبع هامؤلفه  زیر مؤلفه اصلی هایمؤلفه 

در   یتمیالگور یریسوگ سوگیری و تبعیض
 استخدام

[1], [3], [4], [5], [6], [7], 
[8], [10], [14]. [15]. [16]. 

[18], [19], [20], [21], [22], 
[23], [24], [27], [29], [30], 

 ,[9] ,[8] ,[7] ,[4] ,[] ,[1] تبعیض جنسیتی 
[10], [11], [13], [16], [19], 
[23], [25], [27], [28], [29], 

[30], [32], 

 ,[30] ,[28] ,[19] ,[1] تبعیض سنی 

 ,[13] ,[10] ,[7] ,[6] ,[3] ,[1] عملکرد یابیدر ارز یریسوگ
[19],[21], [29], [32], 

 [25] ,[12] ,[2] ,[1] ها داده  یریسوگ
 ,[10] ,[9] ,[7] ,[3]  ,[2] ,[1] فرصت  یعدم انصاف و برابر

[11], [12], [14], [18], [23], 
[25], [26], [28], [30], 

 ,[13] ,[9] ,[8] ,[7] ,[2] ,[1] هاداده گسترده  یآورجمع  حریم خصوصی 
[16], [18], [19], [21], [24], 

[25], [26], 
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 ,[13] ,[9] ,[7] ,[5] ,[3] ,[1] آگاهانه  تیرضا
[14], [16], [18], [19], [20], 
[23], [24], [26], [29], [32], 

 [23] ,[19] ,[6] ,[5] ,[3] نظارت بر عملکرد و رفتار
 ,[13] ,[7] ,[5] ,[4] ,[3] ,[2] هاداده  تیامن

[14], [15], [16], [20], [23], 
[25], [29], [30], [31], 

ها با  داده  یگذارشتراکا
 اشخاص ثالث

[5], [6], [16], [23], [26] 

 ,[9] ,[7] ,[6] ,[3] ,[2] ,[1] ارها یدر مع تیعدم شفاف شفافیت
[10], [11], [17], [20], [25] 

 ,[12] ,[11] ,[10] ,[3] ,[1] مات یتصم حیدر توض یناتوان
[13], [15], [16], [17], [18], 
[19], [20], [21], [23], [25], 

[27], [29], [30], 

 ,[13] ,[10] ,[8] ,[5] ,[4] ,[2] ها ابهام در منبع داده 
[16], [19], [32], 

در صورت   تیمسئول نییتع پذیری مسئولیت
 خطا 

[5], [6], [7], [9], [10], [20] 

 ,[10] ,[6] ,[5] ,[3] ,[2] ,[1] ی ریگمیدر تصم ینقش انسان
[13], [22], [23], [25], [29], 

[32], 
 ,[25] ,[21] ,[16] ,[12] ,[7] مبهم  یقانون تیمسئول

[30], [31], 
اعتراض مشخص   رینبود مس

 کارکنان  یبرا
[10], [13], [15], [18], [20] 

 
 سوگیری   شامل  اصلی  اخلاقی  چالش  ۴  دارای  ،انسانی   منابع  مدیریت  در  مصنوعی  هوش  که  دهدمی  نشان  نتایج 

 در  مصنوعی هوش اخلاقی هایچالش   (۳) شکل است. پذیریمسئولیت و شفافیت  خصوصی، حریم تبعیض، و

 دهد: می نشان را انسانی منابع مدیریت

 

 

 

 

 

 

 

 های اخلاقی هوش مصنوعی در مدیریت منابع انسانیچالش  :3شکل 

 گیرینتیجه و بحث
 ی جد   ابزار  کی  عنوانبه  ،سرعت  و  ییکارا  شیافزا  دلیل  به  یانسان  منابع  حوزه  در  یمصنوع  هوش  از  استفاده     

 کارگیریبه  حالبااین  ؛است  گرفته  قرار  موردتوجه  کارکنان  تیریمد  و  عملکرد  یابیارز  استخدام،  فرایندهای  در

 سنتزپژوهی   هدف  با  حاضر  پژوهش  .است  روروبه  ییهاچالش   با  ،انسانی   منابع  فرایندهای  در  مصنوعی  هوش
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 نتایج   گرفت.  انجام  انسانی  منابع  مدیریت  در  مصنوعی  هوش  اخلاقی  هایچالش   ٔ  درزمینه  شدهانجام  مطالعات

  میحر  ؛اصلی  چالش  چهار  دارای  ،انسانی  منابع  مدیریت  در  مصنوعی  هوش  کارگیریبه   که  داد  نشان  پژوهش

  پرداخته   هاآن  از  یک  هر تحلیل  به  ادامه  در که  است  پذیریمسئولیت   و  شفافیت  تبعیض،  و  یریسوگ ،یخصوص

 شود. می

 کارگیری به  از  ناشی  اخلاقی  هایچالش   ترینجدی  از  یکی  ،الگوریتمی  تبعیض  و  سوگیری  :تبعیض  و   سوگیری   .1

 سازمان   در  را  هافرصت   برابری  و ایرویه  عدالت   اصل  مستقیماً  که  است  انسانی  منابع  مدیریت  در  مصنوعی  هوش

  مبتنی   هایدستگاه   که  دهدمی   رخ  زمانی  پدیده   این  .)Igwe-Nze & Agbasiere,. 2025( دبرمی   پرسش  زیر

  را  ناعادلانه  الگوهای  سوگیرانه،  تاریخیِ  های داده   پایه  بر  آموزش  یا  نادرست  طراحی   دلیل  به  مصنوعی،  هوش  بر

),Barocas, Kleinberg & Levy Raghavan کنند   تشدید  حتی  یا  بازتولید  انسانی  منابع  هایگیریتصمیم  در

  در  .دارد  عمیقی  پیامدهای  شغلی  توسعه  و  عملکرد  ارزیابی  استخدام،  فرآیند  سه  در  ویژهبه  چالش  این  .2020)

  حتی   یا اجتماعی هایشبکه  هایپروفایل  ها،رزومه از اغلب مصنوعی هوش های دستگاه  ،استخدام و جذب حوزه

 دیده   آموزش  هاییداده   با  هادستگاه   این  اگر  کنند.می  استفاده  ویدئویی  هایمصاحبه   در  چهره   و  صدا  تحلیل

  صورت به   دارد  احتمال  اند،کرده  استخدام  مدیریتی  یا  فنی  هاینقش  در  را  مردان  بیشتر  ،درگذشته  که  باشند

 .al., et (Tambe بگیرند  قرار  موردتوجه  کمتر  سنتی  غیر  سوابق  با  افرادِ  یا  قومی  هایاقلیت   زنان،  مندنظام 

 هایرزومه  شرکت،  آن  استخدامی  الگوریتم  که  داد  نشان  (2۰1۸)  1آمازون  معروف  مطالعه   ،مثالعنوانبه  9201) 

 ای نتیجه)  دادمی  قرار   تریپایین  رتبه  در  خودکار  طوربه  را  زنانه  هایباشگاه   در   عضویت  یا   »زن«  کلمه  حاوی

 نقض   را   هافرصت  برابری  اصل  تنهانه  هاییسوگیری  چنین .مردسالار(  تاریخیِ  هایداده  پایه  بر  آموزش   از   مستقیم

  تضعیف   را  مالی  عملکرد  و  مشتری  رضایت  نوآوری،  بلندمدت،  در  و  دهدمی  کاهش  را  سازمانی  تنوع  بلکه  ؛کنندمی

 های دستگاه  در  فعالیت  مانند  رفتاری  هایداده  از  اغلب  مصنوعی  هوش  عملکرد،  ارزیابی  فرآیند  در  د.کنن می

  برای  است  ممکن  معیارها  این  کند.می  استفاده   کارایی  سنجش  برای  دیجیتال  تعاملات  یا  حضور،  ساعات  داخلی،

  . باشد ناعادلانه ساختاری صورتبه  دورکار( کارکنان یا معلولیت، دارای افراد  والدین،) کارکنان مختلف هایگروه

 یا   خانوادگی  دلایل  به  که  را  کارمندانی  است   ممکن  دیجیتال«  فعالیت  های»ساعت   بر  صرف  تمرکز  نمونه،  برای

 نوع  این .),Martin 2018( کند  ارزیابی  ترپایین   ناعادلانه  طوربه   دارند،  پذیرانعطاف   کاری  الگوی  ،سلامتی 

  نرخ   افزایش   و  سازمانی  تعهد  کاهش  عدالتی،بی  احساس  به  منجر   و  دن کمی  نقض   را   توزیعی  عدالت  سوگیری،

 درباره   گیریتصمیم  یا  استعدادها  شناسایی  آموزشی،  هایدوره  پیشنهاد  در  مصنوعی  هوش  د.شومی  جاییجابه 

  افراد  به  بیشتر  درگذشته  که  باشند  هاییداده   براساس  استعداد  بینیپیش   هایمدل   اگر  رود.می   کار  به  نیز  ارتقا

Onome-)   کنند  محروم   ایحرفه  پیشرفت  مسیرهای  از  را  غیرخاص  هایگروه  است  ممکن  اند،داده   فرصت  خاص

2025 Irikefe.,.)  تضعیف   نیز  را تعاملی  عدالت  بلکه  ؛کند می   تثبیت  را  موجود  هاینابرابری  تنها نه   امر  این  

  این   اصلی   ریشه  .کندنمی   حمایت  هاآن  از  مندنظام  طوربه   سازمان  کنندمی  احساس  کارکنان  زیرا  ؛نمایدمی

  . است  نهفته  معنادار  انسانی  نظارت  فقدان  و  هاالگوریتم  شفافیت  عدم  امتعادل،ن  آموزشی  هایداده   در  هاگیری ءسو

 )مردان،   غالب  هایگروه  از  صرفاً  که  کنندمی   استفاده  هاییداده  زا  انسانی  منابع  مدیریت هایدستگاه   از  بسیاری
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  عنوان به   هاگروه   سایر  بنابراین  ؛اندشده آوریجمع   معتبر(  دانشگاهی  مدرک  دارای  یا  سفیدپوست  افراد

 در   تواندمی  شود،می   امیدهن  «الگوریتمی  »تبعیض  که  پدیده،  این  .شوندمی  مطرح  ریسک« »کم  یا  »ناهماهنگ«

 . )Igwe.,-Nze & Agbasiere 2025(کند تشدید را اقتصادی-اجتماعی هایشکاف  تری،گسترده  سطح

 مصنوعی   هوش  کارگیریبه   از  ناشی  بنیادین  اخلاقی  هایچالش   از  یکی  خصوصی  حریم  :خصوصی  حریم  .2

  ابعاد   داده،  تحلیل  پیشرفته  هایتوانایی   و  نظارتی  هایفناوری   گسترش  با  که  است  انسانی  منابع  مدیریت  در

  از  فراتر  مصنوعی  هوش  بر  مبتنی  هایدستگاه   ها،سازمان   از  بسیاری  در  .(,Du 2024)  است  یافته  تریجدی 

  تاریخچه  ازجمله  کنند؛می  پردازش  و  آوریجمع   را  کارکنان  رفتاری  و  شخصی  هایداده   عملیاتی،  نیازهای  حد

 مانند   زیستی  هایداده  حتی  و  خروج  و  ورود  بندیزمان  داخلی،  ارتباط   الگوهای   ها،ایمیل   محتوای  مرورگر،

 گاهی   اگرچه  نظارتی،  چنین  .(,Kumar 2025) هوشمند   کاری  هایمحیط   در  استرس  سطح  یا  قلب  ضربان

 وظایف  با  مستقیم  ارتباط  فاقد  اغلب  اما   ؛شودمی   توجیه  گروهی  تعاملات  ارزیابی  یا  وریبهره   افزایش  باهدف

 کاهش   و  مداوم  اضطراب  خصوصی،  حریم  نقض  احساس  ایجاد  موجب  عملکرد،  بهبود  جایبه   و  است  شغلی

  مانند   فرآیندهایی  در  ویژهبه   پدیده  این  .(,Akter 2025)  شودمی  سازمان  و  کارکنان  بین  متقابل  اعتماد

  متقاضیان  دیجیتال  رفتار  یا  اجتماعی  هایشبکه   هایپروفایل  تحلیل  از   ها دستگاه   برخی  کهجایی  استخدام،

  عنوان به   کارکنان  دیجیتال  هایفعالیت   بر  مداوم  نظارت  که  جایی  عملکرد،  ارزیابی  در  یا  کنند،می   استفاده

  زیر   شدت به   نیز  آگاهانه«  »رضایت  مفهوم  زمینه، این  در  است.  بارزتر  شود،می  تفسیر  سازمانی  تعهد  از  شاخصی

  کافی   درک  بدون  ها،داده  از  استفاده  غیرشفاف  و  پیچیده  شرایط   برابر  در  اغلب  کارکنان  زیرا  است؛  رفته  پرسش

  اصل   تنهانه   وضعیت  این  کنند.می  اعلام  را  خود  موافقت  اطلاعاتشان،  پردازش  پیامدهای  و  گستره  ماهیت،  از

 درباره   تصمیماتی  زیرا  ؛نماید می   تضعیف  نیز  را  فردی  کرامت  بلکه  ؛کندمی  نقض  را  اطلاع«  بر  »حق  اخلاقی

  ندارند.  تفسیر یا  و آوریجمع بر کنترلی هاآن خود که شودمی گرفته هاییداده براساس افراد شغلی سرنوشت

 اطلاعات   تا  مالی  و  لیشغ  سوابق  از)  حساس  هایداده   از  عظیمی  حجم  سازیذخیره   ،خودکار  هایدستگاه   علاوه

 حملات  .د ندهمی  قرار امنیتی جدی خطرات معرض در ،کافی امنیتی تدابیر بدون را (سلامتی و شناختیروان

  ؛ شود  منجر هاداده  از   حفاظت  قوانین  نقض  به  تنهانه  تواندمی  هاداده  نشت  حتی   یا  غیرمجاز  دسترسی  سایبری،

  حریم  شرایطی،  چنین  در  کند.  تخریب  عمیقی  طوربه  را  انسانی  منابع  هایدستگاه   به  کارکنان  اعتماد  بلکه

 مطرح   کاری  رابطه  در  ساختاری  اخلاقی  مؤلفه  یک  عنوانبه   بلکه  ؛نیست  فردی  مسئله  یک  صرفاً  دیگر  خصوصی

 .گذاردمی تأثیر کاری روابط پایداری و اعتماد فرهنگ سازمانی، سلامت بر مستقیماً که شودمی

  فقدان  انسانی،  منابع  مدیریت  در  مصنوعی  هوش  کارگیریبه   در  عمده  اخلاقی  هایچالش   از  یکی  :شفافیت  .3

 و  پاسخگویی  قابلیت  ای،رویه  عدالت  اصول   بر  مستقیماً  که   است  الگوریتمی  گیریتصمیم   فرآیند  در  شفافیت

  از  بسیاری  .(,Kusmara & Kuusk, Setiawati 2025)  گذاردمی  تأثیر   کار  محیط  در  متقابل  اعتماد

 شناسایی   یا  عملکرد  ارزیابی  استخدام،  مانند  کلیدی  فرآیندهای  در  که  مصنوعی  هوش  بر  مبتنی  هایدستگاه 

  منطق  و  هادهی  وزن  دقیق،  معیارهای  یعنی  کنند؛می   عمل  سیاه«  »جعبه  صورتبه   روند،می  کار  به  استعداد

  ران مدی کارکنان، برای خاص عملکردی نمره اعطای یا متقاضی، یک  رد یا پذیرش مانند نهایی تصمیمات پشت
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 که   شود می   بحرانی  زمانی  شفافیت  عدم  این .است  تفسیر  غیرقابل  یا  دسترسغیرقابل   ،فنی  متخصصان  حتی  و

 فرهنگی«   »تناسب  یا  نوآوری«  »درجه  ارتباطی«،  »توانایی  مانند  ذهنی  و  مفهومی  هایشاخص   از  هادستگاه 

 های مدل   در  مبهم  صورتبه   ،گیریاندازهقابل   معیارهای  یا  مشخص  عملیاتی  تعریف  بدون  که  کنندمی   استفاده

  شوند می  مواجه  تصمیماتی  با  متقاضیان  یا  کارمندان  شرایطی،  چنین  .شوندمی  گنجانده  ماشین  یادگیری  پیچیده

  این  ندارند.  نیز  معناداری  بازنگری  درخواست  یا  اعتراض  امکان  بلکه  ؛کنند  درک  را  هاآن  توانندنمی   تنهانه   که

 همکاری   ادامه  حتی  یا  پاداش  ارتقا،  بر  است  ممکن  الگوریتمی  نمرات  که  جایی  عملکرد،  ارزیابی  در  ویژهبه   وضعیت

  افزون   .شودمی   سازمانی  تعهد  تضعیف  و  انگیزه  کاهش  عمیق،  عدالتیبی   احساس  به  منجر  بگذارند،  مستقیم  تأثیر

 صلاحیت   رد یا  عملکرد  ارزیابی  مانند  هاییزمینه  در   ویژهبه  خود  تصمیمات  توضیح  در  هاالگوریتم  ناتوانی  این،   بر

 یا  نمره   با  کارمندان  موارد،  بسیاری  در  شود.می   کار  محیط  در  ناعادلانه  و  مبهم  فضای  گیریشکل   باعث  افراد،

 ای گونهبه   ماشین  یادگیری  پیچیده  هایمدل  زیرا   نیست؛  ن روش  برایشان   آن منطق  که  ندشومی  مواجه  تصمیمی

 (. ,.Jowarder 2025) نیست توضیح یا بازسازیقابل  آسانیبه  هاآن گیریتصمیم  ساختار که اندشده  طراحی

 به   است  ممکن  بلکه  ؛دهدمی  افزایش  را  نادرست  تصمیمات  و  سوگیری  احتمال  تنهانه  داده  منبع  در  ابهام   این

 تصمیمات   که  فضایی  در  .شود  نجرم  (اطلاعات  تصحیح  بر  حق  و  اطلاع  بر  حق  ازجمله)  افراد  اساسی  حقوق  نقض

  در  را  خود  توانندنمی   دیگر  کارمندان  شود، می  گرفته  بررسیغیرقابل  و  پنهان  منطقی  براساس  شغلی  حیاتی

 و   اجباری  سکوت  سمت  به  اعتماد  از  را  سازمانی  فرهنگ  تدریجبه  ،امر  این  و  ببینند  سازمان  با  برابر  موقعیتی

  شود؛ می  محسوب  فنی  نقص   یک   تنهانه   شفافیت  فقدان   ،درنهایت  .( ,2024Zahra)  دهدمی  سوق  اعتمادیبی 

 کرامت   به  احترام  و  پاسخگویی  عدالت،  ایپایه   اصول  که  شودمی  تلقی  ساختاری  -اخلاقی  نقض   یک  عنوانبه   بلکه

 سازد. می مطرح دیجیتال عصر  در را فردی

  از   یکی  به  هوشمند  هایدستگاه   کارگیریبه  در  پذیریمسئولیت   مصنوعی،  هوش  عصر  در  :پذیریمسئولیت  .4

 های گیریتصمیم  ها،الگوریتم  فزاینده  پیچیدگی  است.  شدهتبدیل   سازمانی  و  اخلاقی  هایچالش  ترینبنیادی 

 »کنش   میان  مرز  تا  است  شده  موجب  ماشینی،  یادگیری  هایدستگاه   درونی  منطق  در  شفافیت  نبود  و  خودکار

 گوییپاسخ   به  تنها  پذیریمسئولیت  مسئله   شرایطی،  چنین  رد  شود.  مبهم  و  تیره  فناورانه«  »تصمیم  و  انسانی«

 مطرح   داده  بر  مبتنی  هایگیریتصمیم  نهادی   و  اخلاقی  هسته  در  بلکه  ؛نیست  محدود  فنی  خطاهای  برابر  در

 شغلی،  سرنوشت  بر  غیرمستقیم  یا  مستقیم  شوند،می   دریافت  مصنوعی  هوش  بستر  در  که  هاییصمیمت  .شودمی

 و  مسئولیت  تبیین  رو،ازاین  گذارند.می  اثر  کارکنان  میان  در  عدالت  احساس  و  روانی  امنیت  رشد،  هایفرصت

 اجتماعی   و  اخلاقی  ضرورتی  بلکه  ؛فنی  الزام  یک  فقطنه   هایی،تصمیم  چنین  پیامدهای  قبال  در  گوییپاسخ 

  این   در   اخلاقی  هایچالش  ترین اصلی  از  یکی  گیرندگان،تصمیم  جایگاه  و  نقش  در  ابهام  .),Karslı 2025(است

  پیامدهای   مسئول  نیست  مشخص  کنند،می  گیریتصمیم   انسانی  نظارت  بدون  هاالگوریتم  کههنگامی   است.  زمینه

  از  بسیاری  در  بنیادین  پرسش  این  .است  برداربهره  سازمان  یا  اجرایی   مدیر  ، دستگاه  طراح  ،نادرست  یا  ناعادلانه

  که  کنند می   عمل  سیاه«  های»جعبه   مثابهبه   هوشمند  هاینظام  زیرا  ؛است  ماندهپاسخ بی  کاری  هایموقعیت 

 تصمیمات   در  شفافیت  .است   تبیینقابل  سختیبه   نیز  دهندگانتوسعه   حتی  و  کاربران  برای  هاآن   درونی  منطق

 تضعیف   و   نارضایتی  اعتمادی،بی   ساززمینه   بلکه  ؛شود می   نتایج  منصفانه  یابیارز  و  درک  مانع  تنهانه   الگوریتمی



               

20 

 

 
D

O
I:

 
ل  

سا
 .....

.....
   

 
ره  

شما
 ....

....
  

 ....
....

ی .
یاپ

پ
 

 

صل 
ف

 -  
ال 

س
 

ص
ص 

....
..

 

3 

 

   
ي  

لم
 ع

مه
لنا

ص
  ف

   
   

 

 اتکای   بستری،  چنین  در  .)al., et Deobald-Leicht 2019( است  کار  محیط  در  اجتماعی  سرمایه

  تدریجبه  و  کندمی   تبدیل  ،صرف  مجری  به   اخلاقی  داور  از  را  انسانی  عامل  نقش  خودکار،  تصمیمات  به  ازحدبیش 

  میان  گسست  نوعی  ،درنتیجه   سازد.می   تضعیف  گیرندگانتصمیم  میان  در  را   گوییپاسخ   و  مالکیت  حس

 تهی   درون   از  را  سازمانی  عدالت  ساختار  تواندمی   که  گیردمی  شکل  فناورانه  فرآیندهای  و  اخلاقی  هایارزش

  کارکنان  بنیادین  حقوق  از  یکی  نباشند،  بازنگری  یا  اعتراضقابل   فناورانه  هایتصمیم   که  زمانی  آن،  بر  افزون  د.کن

  و  نیستند   آگاه  خودکار  تصمیمات  دلایل  از  کارکنان  موارد،  از  بسیاری  در  شود.می  سلب  سازمانی  ساختار  در

 عدالتی، بی   احساس  تواندمی  وضعیت  این  ندارد.  وجود  هاتصمیم  آن  بازبینی  یا  اعتراض  برای  روشنی  مسیر

  منجر  سازمانی  اعتماد  و  تعهد  کاهش  به  بلندمدت  در  و  کند  تشدید  کاری  هایمحیط  در  را  انزوا  و  ناامیدی

 طراحی  مستلزم مصنوعی هوش عصر در پذیریمسئولیت  بازتعریف بنابراین .)Perry, & Javid 2024(شود

 هر  گیریشکل  مسیر  آن،  در  که  هایینظام   است؛  پیگیری  قابل  و  توضیح  قابل   شفاف،  گیریتصمیم  هاینظام 

  تدوین  توضیح،قابل   هایالگوریتم  از  استفاده  باشد.  ارزیابی  و  ردیابی  قابل  نهایی   نتیجه  تا  اولیه  داده  از  تصمیم

 اساسی   هایگام  از  فناورانه،  تصمیمات  در  انسانی  نظارت  سازینهادینه   و  گوییپاسخ   برای  اخلاقی  هایچارچوب 

  فرهنگ  از بخشی مثابهبه  بلکه  ؛بیرونی سازوکاری عنوانبه   نه یریپذمسئولیت  .است هدف این تحقق جهت در

  مستلزم  امر   این  باشد.  داشته  حضور  مصنوعی  هوش  بر  مبتنی  هایفناوری   اجرای   و  طراحی  در  باید  سازمانی

  و   هاداده   قبال  در  شفاف  هایاست سی  توسعه  دیجیتال،  اخلاق  اصول  درباره  گیرندگانتصمیم  مداوم  آموزش

 که   گفت   توانمی   ،درنهایت .است  دستگاه  و  انسان  میان  بازخورد  و  آزاد  وگویگفت  برای  بسترهایی  ایجاد

 نهادی   و  اخلاقی  بلوغ  میزان  نمایانگر  انسانی،  منابع  مدیریت  در  مصنوعی  هوش  کارگیریبه  در  پذیریمسئولیت 

 شود می  انجام اعتراض امکان و فیتشفا گویی،پاسخ  بدون  فناورانه تصمیمات آن در که سازمانی است. سازمان

 اخلاقی  عاملیت  بازگرداندن  یعنی  پذیری،مسئولیت  تحقق  است.   عدالت  و  اعتماد   بحران  دچار  ،درون  از  درواقع

  معنا   تواندمی   انسانی  کرامت  به  احترام  و  انصاف  شفافیت،  سایه   در  تنها  که  عاملی  ماشین؛  و  انسان  تعامل  دروغبه 

 .کند پیدا تداوم و یابد

 در   دقت  و  سرعت  وری،بهره  افزایش  برای  هاییفرصت   اگرچه  انسانی  منابع  حوزه   در  مصنوعی  هوش  کارگیریبه 

  همچون  جدی  هاییچالش   به  تواندمی  اخلاقی،  ملاحظات  فقدان  درصورت  اما  ؛ آوردمی  فراهم  گیریتصمیم

  این  شود.  منجر  گوییپاسخ   سازوکارهای  فروپاشی  و  شفافیت  عدم  خصوصی،  حریم  نقض  تمی،الگوری  سوگیری

 در  اجتماعی  و  نهادی  هاینابرابری   بازتولید  مستعد  خود،  توصیفغیرقابل   گاه   و  پیچیده  ذات  دلیل  به  فناوری،

  غیرمجاز  دسترسی  انه،آگاه  رضایت  فقدان  ناعادلانه،  هایارزیابی   نظیر  هاییچالش   است.  پنهان  و  نوین  هاییقالب

 به   کارکنان   اعتماد  بلکه  ؛اندازند می   خطر  به  را  سازمانی  لتعدا  تنهانه   شفاف،  اعتراض  مسیر  نبود  و   هاداده   به

  هوش  از   محوراخلاق   برداریبهره  برای  ،نیبنابرا  کنند؛می   تضعیف  نیز  را  فناوری   و  گیریتصمیم  ساختارهای

 ها الگوریتم  آن  در  که  رویکردی  است؛  ضروری  تلفیقی  و  چندبُعدی  رویکردی  دریافت  انسانی،  منابع  در  مصنوعی

  شوند   آوریجمع   رضایت  و  خصوصی  حریم  اصول  رعایت  با  هاداده   باشند،  ر یپذت یمسئول  و  توضیح  قابل  شفاف،

  توانمی   که  است  مسیر  این  از  تنها  باشد.  داشته  وجود  تصمیمات  در  بازنگری و  انسانی  مداخله  امکان  همواره  و
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 فناورانه   تحولات  درون  در   را  فردی  حقوق  و  انسانی  کرامت  عدالت،  اصول  هم  و  داد  افزایش  را  وریبهره  هم

 .کرد حفظ هاسازمان 

 است:  احصاقابل زیر کاربردی پیشنهاد پژوهش نتایج براساس

  نیآفر ارزش  تواندیم  یزمان  تنها  یانسان  منابع   ت یریمد  در  یمصنوع  هوش  یر یکارگ به  پژوهش،  نیا  جینتا  براساس

 و   تی فیک  یارتقا  یبرا  ؛نیبنابرا  ؛باشد  سازیبومی   و  ینظارت  ،ی اخلاق  یسازوکارها  با  همراه  که  باشد  مسئولانه  و

  و   نیتدو  به  دی با  هاسازمان   است:  دیتأک  مورد  ریز  یاربردک  یشنهادهایپ  ،یتمیالگور  ماتیتصم  یریپذت یمسئول

  و  کنند  اقدام   ییگوپاسخ   و  یانسان  نظارت  ت،یشفاف  عدالت،  اصول  شامل  شفاف  یاخلاق  یهاچارچوب  استقرار

 جاد یا  هایریسوگ   اصلاح  و  ییشناسا  جهت  هاتمیالگور  مداوم  یزیمم  و  آزمون  ،یابیارز  یبرا  ییهانظام  زمانهم

 ، ت ی حاکم  یهااست یس  اعمال  ق یطر  از  کارکنان  داده  تیامن  و  یخصوص  م یحر  از  حفاظت  ن،یمچن ه  .ندینما

 ن، یا  بر  افزون  است.  یضرور  هیچندلا  ی تیامن   یهاکنترل   جادیا  و  حساس  یهاداده   یآورجمع   در  تیمحدود

 ی شرط   ،یفناور  یاخلاق  یامدهایپ   به  نسبت  یآگاه   و  اهداده   حوزه  در  یانسان  منابع  متخصصان  و  رانیمد  آموزش

 به   توجه  با  دیبا  یاخلاق  یهااست یس  یطراح   تاً،ینها  است.  یمصنوع  هوش  از  مسئولانه  استفاده  یبرا  یاساس

 ی هاسامانه   تیمشروع  و  یکارآمد  رایز  ؛شود  انجام  هاسازمان   تیفعال  محل  کشور  یحقوق  و  ینهاد  ،یفرهنگ  طیشرا

 . ستین نیتضم قابل اقتضائات نیا تیرعا بدون ،یمصنوع هوش

 است:  احصا قابل  زیر پژوهشی پیشنهاد پژوهش نتایج براساس

  دهد ی م  نشان  ،ی انسان  منابع  تیریمد  در  یمصنوع  هوش  یاخلاق  یهاچالش   ییشناسا  ضمن  مطالعه،  نیا  جی نتا

 گسترش   یبرا  یمتعدد  یرهایمس  و  است  روروبه  یفراوان  نشدهحل   یهاپرسش   با  هنوز  حوزه  نیا  اتی ادب  که

 با   هاسازمان  در   یتجرب  مطالعات  جامان  شامل   یپژوهش  یشنهادهایپ  اساس،نیبرا  دارد.  وجود  یآت  یهاپژوهش 

 شواهد   از   یمهم  بخش  رایز  ؛است  یانسان  منابع  یهایریگمیتصم  بر  یتمیالگور  یامدهایپ  ترِقیعم  فهم  هدف

  یمقررات  و  ینهاد  ،یفرهنگ  یهاتفاوت  نقش  یبررس  ن،ی ا  بر  علاوه  است.  یشگاهیآزما  ای  یمفهوم  همچنان  موجود

 ی ساختارها   که  توسعهدرحال  یکشورها  در  ژهیوبه   است،  یضرور  یاخلاق  یهاچالش   افتنیشدت   و  یریگشکل  در

  به   تواندی م  زین  یارشته انی م  یهامدل   و  هاچارچوب   توسعه  .هستند  تکامل  حال   در  یسازمان  یهاه یرو  و  ینظارت

 تر جامع یهاهینظر ارائه نهیزم و کند کمک یانسان  منابع ت یریمد و داده علوم ،یفناور اخلاق یهادگاه ید ادغام

 ها آن  یسازگار  زانیم  یابیارز  و  یالمللنی ب   سطح  در  موجود  یاخلاق  یهاچارچوب  یقیتطب   لیتحل  سازد.  فراهم  را

 کارکنان   اعتماد  ،یسازمان  عدالت  بر  یمصنوع  هوش  استقرار  بلندمدت  آثار  مطالعه  نیهمچن  و  مختلف  یهاطیمح  با

 است.  ندهیآ هایوهشپژ یبرا مهم یرهای مس گردی از کارفرما–کارگر روابط و

  ی انسان   منابع  تیریمد  در  یمصنوع  هوش  یاخلاق  یهاچالش   از   یقیتلف  و  مندنظام  یریتصو  هرچند  پژوهش،  نیا

 نکهیا  نخست  . ردیگ  قرار  موردتوجه  شفاف  صورتبه   دیبا  که  است  همراه  ییهات یمحدود  با  اما  ؛است   کرده  ارائه

  به   هاافتهی  نیبنابرا  است؛  نکرده  تفادهاس  هیاول  یتجرب  یهاداده  از  و  است  یسنتزپژوه   بر  یمبتن  حاضر  پژوهش

  در  موجود   یهایریسوگ  ریتأث  تحت  است  ممکن  و  اندوابسته   نیشیپ   مطالعات  تی جامع  و  یشناس روش  ت،یفیک

 متعلق   ،یمصنوع  هوش  اخلاق  ٔ  نهیدرزم  منتشرشده  معتبر  منابع  از  یتوجهقابل   بخش  دوم،  .رندیگ  قرار  اتی ادب

 غلبه  نیا  اما  ؛کند  لیتحل  و  کنترل  را  مسئله  نی ا  است  کرده  تلاش  العهمط  نیا  اگرچه  و  است  یغرب  یهابافت   به

 دارشدنیپد  و   یمصنوع  هوش   یفناور  تحول  سرعت  سوم،  بگذارد.  ریتأث  ینظر  یهااستنتاج   بر  تواندی م  ییایجغراف

 در   شپژوه  انجام   زمان  در   نوظهور  یهاچالش   یبرخ  ،شود  موجب  است  ممکن  هاسامانه   و  هامدل  نینو  یهانسل 



               

22 

 

 
D

O
I:

 
ل  

سا
 .....

.....
   

 
ره  

شما
 ....

....
  

 ....
....

ی .
یاپ

پ
 

 

صل 
ف

 -  
ال 

س
 

ص
ص 

....
..

 

3 

 

   
ي  

لم
 ع

مه
لنا

ص
  ف

   
   

 

 ر یغ   منابع  و  یالمللنیب   داده  یهاگاه یپا  تمام  به  یدسترس  در  تیمحدود  چهارم،  باشند.  نشده  منعکس  ،اتی ادب

 باشد.  شده مرتبط اتیادب از یبخش حذف سبب دارد امکان ،زبانی سیانگل

 یقدردان  هیاظهار

 ی فکر  تیحما  کنندگان،مشارکت  یهمکار  از   را   خود  ژهیو  سپاس  و  یقدردان  تینها  پژوهش،  ن یا  سندگانینو

 . کنند یم اعلام توسعه و تیریمد ندیفرا فصلنامه یادب و یعلم راستاریو و ناشناس داوران
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